GUÍA DE LECTURA VII (c): Selección y evaluación de modelos

1. ¿Qué es una matriz contingencia?
2. ¿Qué tipo de modelos se pueden evaluar con una matriz de contingencia?
3. ¿Qué medidas puedo obtener?
4. ¿Cómo puedo calcular la exactitud general de un modelo a partir de la información de la matriz de contingencia? ¿Qué ocurre cuando las clases están muy desbalanceadas?
5. ¿Qué diferencias existen en las medidas de exactitud general y las tasas de falsos/verdaderos positivos o negativos? ¿Qué evalúan cada una de ellas?
6. ¿En qué situaciones utilizaría la curva ROC para evaluar modelos? ¿Qué mide la sensibilidad y la especificidad? ¿Cuáles son las ventajas y desventajas de utilizar la curva ROC?
7. ¿Cómo se interpreta el AUC?
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